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) be a sequence of bins. Each bin is des-

tined for some pallet t. For two given integers s and p, the stack-up

problem is to move step by step all bins from q onto their pallets such

that the position of the bin moved from q is always not greater than s

and after each step there are at most p pallets for which the �rst bin is

already stacked up but the last bin is still missing. If a bin b is moved

from q then all bins to the right of b are shifted one position to the left.

We determine the performance of four simple on-line algorithms called

First-In, First-Done, Most-Frequently, and Greedy with respect to an

optimal o�-line solution for the stack-up problem.

1 Introduction

In this paper, we consider the problem of stacking up bins from a conveyer

onto pallets by so-called stack-up systems that are usually located at the end

of pick-to-belt order-picking systems (see [dK94, LLKS93]). Each order consists

of several bins. The bins arrive the stack-up system on a conveyer. At the end

of the conveyer the bins are moved by stacker cranes onto pallets, where they

are stacked up. The pallets are build on certain stack-up places. Vehicles take

full pallets, put them onto trucks, and bring new empty pallets to the stack-up

places.

All bins belonging to one order have to be placed onto the same pallet and

bins for di�erent pallets have to be placed onto di�erent pallets. Unfortunately,

the bins arrive the stack-up system not in a succession such that they can be

placed one after the other onto pallets. Furthermore, not all bins of the sequence

are known in advance. So the stack-up problem is to compute a step by step

placement of bins onto pallets such that the position of the placed bin is always

not greater than s (an upper bound on the storage capacity) and after each step

there are at most p (an upper bound on the number of stack-up places) pallets

for which the �rst bin is already stacked up but the last bin is still missing.

The stack-up problem is up to now not intensively investigated by other

authors, although it has important practical applications. However, the following

results are already known about the stack-up problem. The stack-up decision

problem is in general NP-complete [GJ79] but can be solved very e�ciently and

even in parallel if the storage capacity s or the number of stack-up places p

is bounded, see [RW97b]. In [RW97a], a polynomial time o�-line approximation



algorithm for the processing of sequences q with a storage capacity of ds

min

(q; p)�

log
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(p + 1)e and p + 1 stack-up places is introduced, where s

min

(q; p) is the

minimal storage capacity to solve the stack-up problem with p stack-up places.

O�-line algorithms assume that the complete sequence of bins q is given to the

input and thus known in advance.

In this paper, we analyze the worst-case behavior of simple on-line algorithms

by competitive analysis [MMS88]. That means, we determine the performance of

our on-line algorithms with respect to an optimal o�-line solution. In an o�-line

processing the complete sequence is known in advance, whereas in an on-line

processing in each step only the �rst s bins for q are known. On-line algorithms

are very interesting from a practical point of view. The algorithms introduced

and analyzed in this paper are called First-In (FI), First-Done (FD), Most-

Frequently (MF), and Greedy. Let s

A

(q; p) (p

A

(q; s)) be the minimum storage

capacity (minimum number of stack-up places, respectively,) such that algorithm

A processes sequence q with p stack-up places (with a storage capacity of s bins,

respectively). Let q be a sequence of bins that can be processed with a storage

capacity of s bins and p stack-up places. Our results can be summarized as

follows.

A FI FD MF & Greedy
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We give also general upper and lower bounds on s

A

(q; p) and p

A

(q; s) for

arbitrary stack-up algorithms A. The results introduced in this paper show that

even simple on-line algorithms like Most-Frequently and Greedy have provable

good worst-case performance.
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